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SYSTEMS AND CONTROLS



26.1 INTRODUCTION
Systems engineering is a management technology. Technology involves the organization and delivery
of science for the (presumed) betterment of humankind. Management involves the interaction of the
organization, and the humans in the organization, with the environment. Here, we interpret environ-
ment in a very general sense to include the complete external milieu surrounding individuals and
organizations. Hence, systems engineering as a management technology involves three ingredients:
science, organizations, and their environments. Information, and knowledge, is ubiquitous throughout
systems engineering and management efforts and is, in reality, a fourth ingredient. Systems engi-
neering is thus seen to involve science, organizations and humans, environments, technologies, and
information and knowledge.

The process of systems engineering involves working with clients in order to assist them in the
organization of information and knowledge to aid in judgment and choice of activities. These activities
result in the making of decisions and associated resource allocations through enhanced efficiency,
effectiveness, equity, and explicability as a result of systems engineering efforts.
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This set of action alternatives is selected from a larger set, in accordance with a value system, in
order to influence future conditions. Development of a set of rational policy or action alternatives
must be based on formation and identification of candidate alternative policies and objectives against
which to evaluate the impacts of these proposed activities, such as to enable selection of efficient,
effective, and equitable alternatives for implementation.

In this chapter, we are concerned with the engineering of large-scale systems, or systems engi-
neering. l We are especially concerned with strategic level systems engineering, or systems manage-
ment.2 We begin by first discussing the need for systems engineering and then providing some
definitions of systems engineering. We next present a structure describing the systems engineering
process. The result of this is a life-cycle model for systems engineering processes. This is used to
motivate discussion of the functional levels, or considerations, involved in systems engineering efforts:
systems engineering methods and tools, systems methodology or processes, and systems management.
Considerably more details are presented in Refs. 1 and 2, which are the sources from which most of
this chapter is derived.

Systems engineering is an appropriate combination of mathematical, behavioral, and management
theories in a useful setting appropriate for the resolution of complex real world issues of large scale
and scope. As such, systems engineering consists of the use of management, behavioral, and math-
ematical constructs to identify, structure, analyze, evaluate, and interpret generally incomplete, un-
certain, imprecise, and otherwise imperfect information. When associated with a value system, this
information leads to knowledge to permit decisions that have been evolved with maximum possible
understanding of their impacts. A central need, but by no means the only need, in systems engineering
is to select an appropriate life cycle, or process, that is explicit, rational, and compatible with the
implementation framework extant, and the perspectives and knowledge bases of those responsible for
decision activities. When this is accomplished, an appropriate choice of systems engineering methods
and tools may be made to enable full implementation of the life-cycle process.

Information is a very important quantity that is assumed to be present in the management tech-
nology that is systems engineering. This strongly couples notions of systems engineering with those
of technical direction or systems management of technological development, rather than exclusively
with one or more of the methods of systems engineering, important as they may be for the ultimate
success of a systems engineering effort. It suggests that systems engineering is the management
technology that controls a total system life-cycle process, which involves and which results in the
definition, development, and deployment of a system that is of high quality, trustworthy, and cost-
effective in meeting user needs. This process-oriented notion of systems engineering and systems
management will be emphasized here.

Among the appropriate conditions for use of systems engineering are the following:

• There are many considerations and interrelations.
• There are far-reaching and controversial value judgments.
• There are multidisciplinary and interdisciplinary considerations.
• The available information is uncertain, imprecise, incomplete, or otherwise flawed.
• Future events are uncertain and difficult to predict.
• Institutional and organizational considerations play an important role.
• There is a need for explicit and explicable consideration of the efficiency, effectiveness, and

equity of alternative courses of action.

There are a number of results potentially attainable from use of systems engineering approaches.
These include:

• Identification of perceived needs in terms of identified objectives and values of a client group
• Identification or definition of a set of user or client requirements for the product system or

service system that will ultimately be fielded
• Enhanced identification of a wide range of proposed alternatives or policies that might satisfy

these needs, achieve the objectives of the clients in a high-quality and trustworthy fashion,
and fulfill the requirements definition

• Increased understanding of issues that led to the effort, and the impacts of alternative actions
upon these issues

• Ranking of these identified alternative courses of action in terms of the utility (benefits and
costs) in achieving objectives, satisfying needs, and fulfilling requirements

• A set of alternatives that is selected for implementation, generally by a group of content
specialists responsible for detailed design and implementation, and an appropriate plan for
action to achieve this implementation



Ultimately the action plans result in a working product or service and are maintained over time in
subsequent phases of the post-deployment efforts that also involve systems engineering.

To develop professionals capable of coping satisfactorily with diverse factors involved in wide-
scope problem-solving is a primary goal of systems engineering and systems engineering education.
This does not imply that a single individual or even a small group can, despite its strong motivation,
solve all of the problems involved in a systems study. Such a requirement would demand total and
absolute intellectual maturity on the part of the systems engineer and such is surely not realistic. It
is also unrealistic to believe that issues can be resolved without very close association with a number
of people who have stakes, and who thereby become stakeholders, in problem-solution efforts. Con-
sequently, systems engineers must be capable of facilitation and communication of knowledge be-
tween the diverse group of professionals, and their publics, that are involved in wide-scope
problem-solving. This requires that systems engineers be knowledgeable and able to use not only the
technical methods-based tools that are needed for issue and problem resolution, but the behavioral
constructs and management abilities that are also needed for resolution of complex, large-scale prob-
lems. Intelligence, imagination, and creativity are necessary but not sufficient for proper use of the
procedures of systems engineering. Facility in human relations and effectiveness as a broker of
information among parties at interest in a systems engineering program are very much needed as
well.

It is this blending of the technical, managerial, and behavioral that is a normative goal of success
for systems engineering education and for systems engineering professional practice. Thus, systems
engineering involves

• The sciences and the various methods, analysis, and measurement perspectives associated with
the sciences

• Life-cycle process models for definition, development, and deployment of systems
• The systems management issues associated with choice of an appropriate process
• Organizations and humans, and the understanding of organizational and human behavior
• Environments and understanding of the diverse interactions of organizations of people, tech-

nologies, and institutions with their environments
• Information, and the way in which it can and should be processed to facilitate all aspects of

systems engineering efforts

Successful systems engineering must be practiced at three levels: systems methods and measure-
ments, systems processes and methodology, and systems management. Systems engineers must be
aware of a wide variety of methods that assist in the formulation, analysis, and interpretation of
contemporary issues. They must be familiar with systems engineering process life cycles (or meth-
odology, as an open set of problem-solving procedures) in order to be able to select eclectic ap-
proaches that are best suited to the task at hand. Finally, a knowledge of systems management is
necessary in order to be able to select life-cycle processes that are best matched to behavioral and
organizational concerns and realities.

All three of these levels, suggested in Fig. 26.1, are important. To neglect any of them in the
practice of systems engineering is to invite failure. It is generally not fully meaningful to talk only
of a method or algorithm as a useful system-fielding or life-cycle process. It is ultimately meaningful
to talk of a particular process as being useful. A process or product line that is truly useful for the
fielding of a system will depend on the methods that are available, the operational environment, and
leadership facets associated with use of the system and the system fielding process. Thus systems
management, systems engineering processes, and systems engineering methods and measurements
do, separately and collectively, play a fundamental role in systems engineering.

26.2 THE SYSTEM LIFE CYCLE AND FUNCTIONAL ELEMENTS OF SYSTEMS
ENGINEERING
We have provided one definition of systems engineering thus far. It is primarily a structural and
process-oriented definition. A related definition, in terms of purpose, is that "systems engineering is
management technology to assist and support policy-making, planning, decision-making, and asso-
ciated resource allocation or action deployment for the purpose of acquiring a product desired by
customers or clients. Systems engineers accomplish this by quantitative and qualitative formulation,
analysis, and interpretation of the impacts of action alternatives upon the needs perspectives, the
institutional perspectives, and the value perspectives of their clients or customers." Each of these
three steps is generally needed in solving systems engineering problems. Issue formulation is an
effort to identify the needs to be fulfilled and the requirements associated with these in terms of
objectives to be satisfied, constraints and alterables that affect issue resolution, and generation of
potential alternative courses of action. Issue analysis enables us to determine the impacts of the
identified alternative courses of action, including possible refinement of these alternatives. Issue



Fig. 26.1 Conceptual illustration of the three levels for systems engineering.

interpretation enables us to rank in order the alternatives in terms of need satisfaction and to select
one for implementation or additional study. This particular listing of three systems engineering steps
and their descriptions is rather formal. Often, issues are resolved this way. The steps of formulation,
analysis, and interpretation may also be accomplished on as "as-if" basis by application of a variety
of often useful heuristic approaches. These may well be quite appropriate in situations where the
problem-solver is experientially familiar with the task at hand and the environment into which the
task is imbedded.1

The key words in this definition are "formulation," "analysis," and "interpretation." In fact, all
of systems engineering can be thought of as consisting of formulation, analysis, and interpretation
efforts, together with the systems management and technical direction efforts necessary to bring this
about. We may exercise these in a formal sense throughout each of the several phases of a systems
engineering life cycle, or in an "as-if" or experientially based intuitive sense. These formulation,
analysis, and interpretation efforts are the step-wise or microlevel components that comprise a part
of the structural framework for systems methodology. They are needed for each phase in a systems
engineering effort, although the specific formulation methods, analysis methods, and interpretation
methods may differ considerably across the phases.

We can also think of a functional definition of systems engineering: "Systems engineering is the
art and science of producing a product, based on phased efforts, that satisfies user needs. The system
is functional, reliable, of high quality, and trustworthy, and has been developed within cost and time
constraints through use of an appropriate set of methods and tools."

Systems engineers are very concerned with the appropriate definition, development, and deploy-
ment of product systems and service systems. These comprise a set of phases for a systems engi-
neering life cycle. There are many ways to describe the life-cycle phases of the systems engineering
process, and we have described a number of them in Refs. 1 and 2. Each of these basic life-cycle
models, and those that are outgrowths of them, is comprised of these three phases of definition,
development, and deployment. For pragmatic reasons, a typical life cycle will almost always contain
more than three phases. Often, it takes on the "waterfall" pattern illustrated in Fig. 26.2, although
there are a number of modifications of the basic waterfall, or "grand-design," life cycles that allow
for incremental and evolutionary development of systems life-cycle processes.2

A successful approach to systems engineering as an intellectual and action-based approach for
increased innovation and productivity and other contemporary challenges must be capable of issue
formulation, analysis, and interpretation at the level of institutions and values as well as at the level
of symptoms. Systems engineering approaches must allow for the incorporation of need and value
perspectives as well as technology perspectives into models and postulates used to evolve and evaluate
policies or activities that may result in technological and other innovations.

In actual practice, the steps of the systems process (formulation, analysis, and interpretation) are
applied iteratively, across each of the phases of a systems engineering effort, and there is much
feedback from one step to the other. This occurs because of the learning that is accomplished in the
process of problem-solution. Underlying all of this is the need for a general understanding of the
diversity of the many systems engineering methods and algorithms that are available and their role
in a systems engineering process. The knowledge taxonomy for systems engineering, which consists



Fig. 26.2 One representation of three systems engineering steps within each
of three life-cycle phases.

of the major intellectual categories into which systems efforts may be categorized, is of considerable
importance. The categories include systems methods and measurements, systems engineering pro-
cesses or systems methodology, and systems management. These are used, as suggested in Fig. 26.3,
to produce a systems, which is a generic term that we use to describe a product or a service.

The methods and metrics associated with systems engineering involve the development and ap-
plication of concepts that form the basis for problem formulation and solution in systems engineering.
Numerous tools for mathematical systems theory have been developed, including operations research
(linear programming, nonlinear programming, dynamic programming, graph theory, etc.), decision
and control theory, statistical analysis, economic systems analysis, and modeling and simulation.
Systems science is also concerned with psychology and human factors concepts, social interaction
and human judgment research, nominal group processes, and other behavioral science efforts. Of
very special significance for systems engineering is the interaction of the behavioral and the algo-

Fig. 26.3 Representation of the structure systems engineering and
management functional efforts.



rithmic components of systems science in the choice-making process. The combination of a set of
systems science and operations research methods and a set of relations among these methods and
activities constitutes what is known as a methodology. References 3 and 4 discuss a number of
systems engineering methods and associated methodologies for systems engineering.

As we use it here, a methodology is an open set of procedures that provides the means for solving
problems. The tools or the content of systems engineering consists of a variety of algorithms and
concepts that use words, mathematics, and graphics. These are structured in ways that enable various
problem-solving activities within systems engineering. Particular sets of relations among tools and
activities, which constitute the framework for systems engineering, are of special importance here.
Existence and use of an appropriate systems engineering process are of considerable utility in dealing
with the many considerations, interrelations, and controversial value judgments associated with con-
temporary problems.

Systems engineering can be and has been described in many ways. Of particular importance is a
morphological description; that is, in terms of form. This description leads to a specific methodology
that results in a process* that is useful for fielding a system and/or issue resolution. We can discuss
the knowledge dimension of systems engineering. This would include the various disciplines and
professions that may be needed in a systems team to allow it to accomplish intended purposes of the
team, such as provision of the knowledge base. Alternatively, we may speak of the phases or time
dimension of a systems effort. These include system definition, development, and deployment. The
deployment phase includes system operation, maintenance, and finally modification or reengineering
or ultimate retirement and phase out of the system. Of special interest are the steps of the logic
structure or logic dimension of systems engineering:

• Formulation of issues, or identification of problems or issues in terms of needs and constraints,
objectives, or values associated with issue resolution, and alternative policies, controls, hy-
potheses, or complete systems that might resolve or ameliorate issues

• Analysis of impacts of alternative policies, courses of action, or complete systems
• Interpretation or evaluation of the utility of alternatives and their impacts upon the affected

stakeholder group, and selection of a set of action alternatives for implementation

We could also associate feedback and learning steps to interconnect these steps one to another. The
systems process is typically very iterative. We shall not explicitly show feedback and learning in our
conceptual models of the systems process, although it is ideally always there.

Here we have described a three-dimensional morphology of systems engineering. There are a
number of systems engineering morphologies or frameworks. In many of these, the logic dimension
is divided into a larger number of steps that are iterative in nature. A particular seven-step framework
involves

1. Problem definition, in which a descriptive and normative scenario of needs, constraints, and
alterables associated with an issue is developed. Problem definition clarifies the issues under
consideration to allow other steps of a systems engineering effort to be carried out.

2. Value system design, in which objectives and objectives measures or attributes with which to
determine success in achieving objectives are determined. Also, the interrelationship between
objectives and objectives measures, and the interaction between objectives and the elements
in the problem-definition step, are determined. This establishes a measurement framework,
which is needed to establish the extent to which the impacts of proposed policies or decisions
will achieve objectives.

3. System synthesis, in which candidate or alternative decisions, hypotheses, options, policies,
or systems that might result in needs satisfaction and objective attainment are postulated.

4. Systems analysis and modeling, in which models are constructed to allow determination of
the consequences of pursuing policies. Systems analysis and modeling determines the behav-
ior or subsequent conditions resulting from alternative policies and systems. Forecasting and
impact analysis are, therefore, the most important objectives of systems analysis and
modeling.

5. Optimization or refinement of each alternative, in which the individual policies and/or sys-
tems are tuned, often by means of parameter-adjustment methods, so that each individual

*As noted in Refs. 1 and 2, there are life cycles for systems engineering efforts in research, devel-
opment, test, and evaluation (RDT&E); systems acquisition, production, or manufacturing; and sys-
tems planning and marketing. Here, we restrict ourselves to discussions of the life cycle associated
with acquisition, production, or manufacturing.



policy or system is refined in some "best" fashion in accordance with the value system that
has been identified earlier.

6. Evaluation and decision-making, in which systems and/or policies and/or alternatives are
evaluated in terms of the extent to which the impacts of the alternatives achieve objectives
and satisfy needs. Needed to accomplish evaluation are the attributes of the impacts of pro-
posed policies and associated objective and/or subjective measurement of attribute satisfac-
tion for each proposed alternative. Often this results in a prioritization of alternatives, with
one or more being selected for further planning and resource allocation.

7. Planning for action, in which implementation efforts, resource and management allocations,
or plans for the next phase of a systems engineering effort are delineated.

More often than not, the information required to accomplish these seven steps is not perfect due to
uncertainty, imprecision, or incompleteness effects. This presents a major challenge to the design of
processes and to systems engineering practice.

Figure 26.4 illustrates a not-untypical 49-element morphological box for systems engineering.
This is obtained by expanding our initial three systems engineering steps of formulation, analysis,
and interpretation to the seven just discussed. The three basic phases of definition, development, and
deployment are expanded to a total of seven phases. These seven steps, and the seven phases that
we associate with them, are essentially those identified by Hall in his pioneering efforts in systems
engineering.5'6 The specific methods we need to use in each of these seven steps are clearly dependent
upon the phase of activity that is being completed, and there are a plethora of systems engineering
methods available.3'4 Using a seven-phase, seven-step framework raises the number of activity cells
to 49 for a single life cycle. A very large number of systems engineering methods may be needed
to fill in this matrix, especially since more than one method will almost invariably be associated with
many of the entries.

The requirements and specification phase of the systems engineering life cycle has as its goal the
identification of client or stakeholder needs, activities, and objectives for the functionally operational
system. This phase should result in the identification and description of preliminary conceptual design
considerations for the next phase. It is necessary to translate operational deployment needs into
requirements specifications so that these needs may be addressed by the system design efforts. As a
result of the requirements specifications phase, there should exist a clear definition of development
issues such that it becomes possible to make a decision concerning whether to undertake preliminary
conceptual design. If the requirements specifications effort indicates that client needs can be satisfied
in a functionally satisfactory manner, then documentation is typically prepared concerning system-
level specifications for the preliminary conceptual design phase. Initial specifications for the following
three phases of effort are typically also prepared, and a concept design team is selected to implement
the next phase of the life-cycle effort. This effort is sometimes called system-level architecting.1-8

Many9'10 have discussed technical level architectures. It is only recently that the need for major
attention to architectures at the systems level has also been identified.

Fig. 26.4 The phases and steps in one 49-element two-dimensional systems engineering
framework with activities shown sequentially for waterfall implementation of effort.



Preliminary conceptual system design typically includes, or results in, an effort to specify the
content and associated architecture and general algorithms for the system product in question. The
desired product of this phase of activity is a set of detailed design and architectural specifications
that should result in a useful system product. There should exist a high degree of user confidence
that a useful product will result from detailed design, or the entire design effort should be redone or
possibly abandoned. Another product of this phase is a refined set of specifications for the evaluation
and operational deployment phases of the life cycle. In the third phase, these are translated into
detailed representations in logical form so that system development may occur. A product, process,
or system is produced in the fourth phase of the life cycle. This is not the final system design, but
rather the result of implementation of the design that resulted from the conceptual design effort.

Evaluation of the detailed design and the resulting product, process, or system is achieved in the
sixth phase of the systems engineering life cycle. Depending upon the specific application being
considered, an entire systems engineering life-cycle process could be called design, or manufacturing,
or some other appropriate designator. System acquisition is an often-used term to describe the entire
systems engineering process that results in an operational systems engineering product. Generally,
an acquisition life cycle primarily involves knowledge practices or standard procedures to produce
or manufacture a product based on established practices. An RDT&E life cycle is generally associated
with an emerging technology and involves knowledge principles. A marketing life cycle is concerned
with product planning and other efforts to determine market potential for a product or service, and
generally involves knowledge perspectives.

The intensity of effort needed for the steps of systems engineering varies greatly with the type
of problem being considered. Problems of large scale and scope will generally involve a number of
perspectives. These interact and the intensity of their interaction and involvement with the issue under
consideration determines the scope and type of effort needed in the various steps of the systems
process. Selection of appropriate algorithms or approaches to enable completion of these steps and
satisfactory transition to the next step, and ultimately to completion of each phase of the systems
engineering effort, are major systems engineering tasks.

Each of these phases of a systems engineering life cycle is very important for sound development
of physical systems or products and such service systems as information systems. Relatively less
attention appears to have been paid to the requirement-specification phase than to the other phases
of the systems engineering life-cycle process. In many ways, the requirement-specification phase of
a systems engineering design effort is the most important. It is this phase that has as its goal the
detailed definition of the needs, activities, and objectives to be fulfilled or achieved by the process
to be ultimately developed. Thus, this phase strongly influences all the phases that follow. It is this
phase that describes preliminary design considerations that are needed to achieve successfully the
fundamental goals underlying a systems engineering study. It is in this phase that the information
requirements and the method of judgment and choice used for selection of alternatives are determined.
Effective systems engineering, which inherently involves design efforts, must also include an oper-
ational evaluation component that will consider the extent to which the product or service is useful
in fulfilling the requirements that it is intended to satisfy.

26.3 SYSTEMS ENGINEERING OBJECTIVES
Ten performance objectives appear to be of primary importance to those who desire to evolve quality
plans, forecasts, decisions, or alternatives for action implementation:

1. Identify needs, constraints, and alterables associated with the problem, issue, or requirement
to be resolved (problem definition).

2. Identify a planning horizon or time interval for alternative action implementation, infor-
mation flow, and objective satisfaction (planning horizon, identification).

3. Identify all significant objectives to be fulfilled, values implied by the choice of objectives,
and objectives measures or attributes associated with various outcome states, with which to
measure objective attainment (value system design).

4. Identify decisions, events, and event outcomes and the relations among them, such that a
structure of the possible paths among options, alternatives, or decisions, and the possible
outcomes of these, emerges (impact assessment).

5. Identify uncertainties and risks associated with the environmental influences affecting alter-
native decision outcomes (probability identification).

6. Identify measures associated with the costs and benefits or attributes of the various outcomes
or impacts that result from judgment and choice (worth, value, or utility measurement).

7. Search for and evaluate new information, and the cost-effectiveness of obtaining this infor-
mation, relevant to improved knowledge of the time-varying nature of event outcomes that
follow decisions or choice of alternatives (information acquisition and evaluation).

8. Enable selection of a best course of action in accordance with a rational procedure (decision-
assessment and choice-making).



9. Reexamine the expected effectiveness of all feasible alternative courses of action, including
those initially regarded as unacceptable, prior to making a final alternative selection (sen-
sitivity analysis).

10. Make detailed and explicit provisions for implementation of the selected action alternative,
including contingency plans, as needed (planning for implementation of action).

These objectives are, of course, very closely related to the aforementioned steps of the framework
for systems engineering. To accomplish them requires attention to and knowledge of the methods of
systems engineering, such that we are able to design product systems and service systems. We also
need to select an appropriate process, or product line, to use for management of the many activities
associated with fielding a system. Also required is much effort at the level of systems management
so that the resulting process is efficient, effective, equitable, and explicable. To ensure this, it is
necessary to ensure that those involved in systems engineering efforts be concerned with technical
knowledge of the issue under consideration, able to cope effectively with administrative concerns
relative to the human elements of the issue, interested in and able to communicate across those actors
involved in the issue, and capable of innovation and outscoping of relevant elements of the issue
under consideration. These attributes (technical knowledge, human understanding and admini-
strative ability, communicability, and innovativeness) are, of course, primary attributes of effective
management.

26.4 SYSTEMS ENGINEERING METHODOLOGY AND METHODS
A variety of methods are suitable to accomplish the various steps of systems engineering. We shall
briefly describe some of them here.

26.4.1 Issue Formulation
As indicated above, issue formulation is the step in the systems engineering effort in which the
problem or issue is defined (problem definition) in terms of the objectives of a client group (value
system design) and where potential alternatives that might resolve needs are identified (system syn-
thesis). Many studies have shown that the way in which an issue is resolved is critically dependent
on the way in which the issue is formulated or framed. The issue-formulation effort is concerned
primarily with identification and description of the elements of the issue under consideration, with,
perhaps, some initial effort at structuring these in order to enhance understanding of the relations
among these elements. Structural concerns are also of importance in the analysis effort. The systems
process is iterative and interactive, and the results of preliminary analysis are used to refine the issue-
formulation effort. Thus, the primary intent of issue formulation is to identify relevant elements that
represent and are associated with issue definition, the objectives that should be achieved in order to
satisfy needs, and potential action alternatives.

There are at least four ways to accomplish issue formulation, or to identify requirements for a
system, or to accomplish the initial part of the definition phase of systems engineering:

1. Asking stakeholders in the issue under consideration for the requirements
2. Descriptive identification of the requirements from a study of presently existing systems
3. Normative synthesis of the requirements from a study of documents describing what "should

be," such as planning documents
4. Experimental discovery of requirements, based on experimentation with an evolving system

These approaches are neither mutually exclusive nor exhaustive. Generally, the most appropriate
efforts will use a combination of these approaches.

There are conflicting concerns with respect to which blend of these requirements identification
approaches is most appropriate for a specific task. The asking approach seems very appropriate when
there is little uncertainty and imprecision associated with the issue under consideration, so that the
issue is relatively well understood and may be easily structured, and where members of the client
group possess much relevant expertise concerning the issue and the environment in which the issue
is embedded. When these characteristics of the issue—lack of imprecision and presence of expert
experiential knowledge—are present, then a direct declarative approach based on direct "asking" of
"experts" is a simple and efficient approach. When there is considerable imprecision or a lack of
experiential familiarity with the issue under concern, then the other approaches take on greater sig-
nificance. The asking approach is also prone to a number of human information-processing biases,
as will be discussed in Section 26.4.5. This is not as much of a problem in the other approaches.

Unfortunately, however, there are other difficulties with each of the other three approaches. De-
scriptive identification, from a study of existing systems of issue-formulation elements, will very
likely result in a new system that is based or anchored on an existing system and tuned, adjusted, or
perturbed from this existing system to yield incremental improvements. Thus, it is likely to result in
incremental improvements to existing systems but not to result in major innovations or totally new
systems and concepts.



Normative synthesis from a study of planning documents will result in an issue-formulation or
requirements-identification effort that is based on what have been identified as desirable objectives
and needs of a client group. A plan at any given phase may well not exist, or it may be flawed in
any of several ways. Thus, the information base may well not be present, or may be flawed. When
these circumstances exist, it will not be a simple task to accomplish effective normative synthesis of
issue-formulation elements for the next phase of activity from a study of planning documents relative
to the previous phase.

Often it is not easily possible to determine an appropriate set of issue-formulation elements or
requirements. Often it will not be possible to define an appropriate set of issue-formulation efforts
prior to actual implementation of a preliminary system design. There are many important issues
where there is an insufficient experiential basis to judge the effectiveness and completeness of a set
of issue-formulation efforts or requirements. Often, for example, clients will have difficulty in coping
with very abstract formulation requirements and in visualizing the system that may ultimately evolve.
Thus, it may be useful to identify an initial set of issue-formulation elements and accomplish sub-
sequent analysis and interpretation based on these, without extraordinary concern for completeness
of the issue-formulation efforts. A system designed with ease of adaptation and change as a primary
requirement is implemented on a trial basis. As users become familiar with this new system or
process, additions and modifications to the initially identified issue-formulation elements result. Such
a system is generally known as a prototype. One very useful support for the identification of re-
quirements is to build a prototype and allow the users of the system to be fielded to experiment with
the prototype and, through this experimentation, to identify system requirements.11 This heuristic
approach allows users to identify the requirements for a system by experimenting with an easily
changeable set of system-design requirements and to improve their identification of these issue-
formulation elements as their experiential familiarity with the evolving prototype system grows.

The key parts of the problem-definition step of issue formulation involve identification of needs,
constraints, and alterables, and determination of the interactions among these elements and the group
that they impact. Need is a condition requiring supply or relief, or is a lack of something required,
desired, or useful. In order to define a problem satisfactorily, we must determine the alterables or
those items pertaining to the needs that can be changed. Alterables can be separated into those over
which control is or is not possible. The controllable alterables are of special concern in systems
engineering since they can be changed or modified to assist in achieving particular outcomes. To
define a problem adequately, we must also determine the limitations or constraints under which the
needs can or must be satisfied and the range over which it is permissible to vary the controllable
alterables. Finally, we must determine relevant groups of people who are affected by a given problem.

Value system design is concerned with defining objectives, determining their interactions, and
ordering these into a hierarchical structure. Objectives and their attainment are, of course, related to
the needs, alterables, and constraints associated with problem definition. Thus, the objectives can,
and should be, related to these problem-definition elements. Finally, a set of measures is needed
whereby to measure objective attainment. Generally, these are called attributes of objectives or ob-
jectives measures. It is necessary to ensure that all needs are satisfied by attainment of at least one
objective.

The first step in system synthesis is to identify activities and alternatives for attaining each of the
objectives, or the postulation of complete systems to this end. It is then desirable to determine
interactions among the proposed activities and to illustrate relationships between the activities and
the needs and objectives. Activities measures are needed to gauge the degree of accomplishment of
proposed activities. Systemic methods useful for problem-definition are generally useful for value
system design and system synthesis as well. This is another reason that suggests the efficacy of
aggregating these three steps under a single heading: issue formulation.

Complex issues will have a structure associated with them. In some problem areas, structure is
well understood and well articulated. In other areas, it is not possible to articulate structure in such
a clear fashion. There exists considerable motivation to develop techniques with which to enhance
structure determination, as a system structure must always be dealt with by individuals or groups,
regardless of whether the structure is articulated or not. Furthermore, an individual or a group can
deal much more effectively with systems and make better decisions when the structure of the un-
derlying system is well defined and exposed and communicated clearly. One of the fundamental
objectives of systems engineering is to structure knowledge elements such that they are capable of
being better understood and communicated.

We now discuss several formal methods appropriate for "asking" as a method of issue formu-
lation. Most of these, and other, approaches are described in Refs. 1, 3, and 4. Then we shall very
briefly contrast and compare some of these approaches. The methods associated with the other three
generic approaches to issue formulation also involve approaches to analysis that will be discussed in
the next subsection.

Several of the formal methods that are particularly helpful in the identification, through asking,
of issue-formulation elements are based on principles of collective inquiry, in which a group of



interested and motivated people is brought together to stimulate each other's creativity in generating
issue-formulation elements. We may distinguish two groups of collective inquiry methods:

1. Brainwriting, Brainstorming, Synectics, Nominal group technique, and Charette. These ap-
proaches typically require a few hours of time, a group of knowledgeable people gathered in
one place, and a group leader or facilitator. Brainwriting is typically better than brainstorming
in reducing the influence of dominant individuals. Both methods can be very productive:
50-150 ideas or elements might be generated in less than an hour. Synectics, based on
problem analogies, might be appropriate if there is a need for truly unconventional, innovative
ideas. Considerable experience with the method is a requirement, however, particularly for
the group leader. The nominal group technique is based on a sequence of idea generation,
discussion, and prioritization. It can be very useful when an initial screening of a large number
of ideas or elements is needed. Charette offers a conference or workshop-type format for
generation and discussion of ideas and/or elements.

2. Questionnaires, Surveys, and Delphi. These three methods of collective-inquiry modeling do
not require the group of participants to gather at one place and time, but they typically take
more time to achieve results than the first group of methods. In questionnaires and surveys,
a usually large number of participants is asked, on an individual basis, for ideas or opinions,
which are then processed to achieve an overall result. There is no interaction among partic-
ipants. Delphi usually provides for written interaction among participants in several rounds.
Results of previous rounds are fed back to participants, who are asked to comment, revise
their views as desired, and so on. A Delphi exercise can be very instructive, but usually takes
several weeks or months to complete.

Use of most structuring methods, in addition to leading to greater clarity of the problem-formulation
elements, will also typically lead to identification of new elements and revision of element definitions.
As we have indicated, most structuring methods contain an analytical component; they may, therefore,
be more properly labeled analysis methods. The following element-structuring aids are among the
many modeling aids available:

• Interaction matrices may be used to identify clusters of closely related elements in a large
set, in which case we have a self-interaction matrix; or to structure and identify the couplings
between elements of different sets, such as objectives and alternatives. In this case, we produce
cross-interaction matrices, such as shown in Fig. 26.5. Interaction matrices are useful for
initial, comprehensive exploration of sets of elements. Learning about problem interrelation-
ships during the process of constructing an interaction matrix is a major result of use of these
matrices.

Fig. 26.5 Hypothetical self- and cross-interaction matrices for prescriptions for leadership and
for empowering people at all levels.



• Trees are graphical aids particularly useful in portraying hierarchical or branching-type struc-
tures. They are excellent for communication, illustration, and clarification. Trees may be useful
in all steps and phases of a systems effort. Figure 26.6 represents an attribute tree that rep-
resents those aspects of a proposal evaluation effort that will be formally considered in eval-
uation and prioritization of a set of proposals.

• Causal loop diagrams, or influence diagrams, represent graphical pictures of causal interac-
tions between sets of variables. They are particularly helpful in making explicit one's percep-
tion of the causes of change in a system, and can serve very well as communication aids. A
causal loop diagram is also useful as the initial part of a detailed simulation model. Figure
26.7 represents a causal loop diagram of a belief structure.

Two other descriptive methods are potentially useful for issue formulation:

• The system definition matrix, options profile, decision balance sheet, or checklist provides a
framework for specification of the essential aspects, options, or characteristics of an issue, a
plan, a policy, or a proposed or existing system. It can be helpful for the design and speci-
fication of alternative policies, designs, or other options or alternatives. The system defini-
tion matrix is just a table that shows important aspects of the options that are important
for judgment relative to selection of approaches to issue formulation or requirements
determination.

• Scenario-writing is based on narrative and creative descriptions of existing or possible situ-
ations or developments. Scenario descriptions can be helpful for clarification and communi-
cation of ideas and obtaining feedback on those ideas. Scenarios may also be helpful in
conjunction with various analysis and forecasting methods, where they may represent alter-
native or opposing views.

1. Understanding of Problem
1.1 Navy Cost Credentiaiing Process
1.2 NAVELEX Cost Analysis Methodology
1.3 DoD Procurement Procedures

2. Technical Approach
2.1 Establishment of a Standard Methodology
2.2 Compatibility with Navy Acquisition Process

3. Staff Experience
3.1 Directly Related Experience in Cost Credentiaiing, Cost Analysis, and Procurement Procedures
3.2 Direct Experience with Navy R&D Programs

4. Corporate Qualification
Relevant Experience in Cost Analysis for Navy R&D Programs

5. Management Approach
5.1 Quality/Relevance
5.2 Organization and Control Effectiveness

6. Cost
6.1 Manner in which Elements of Cost Contribute Directly to Project Success
6.2 Appropriate of Cost Mix to the Technical Effort

Fig. 26.6 Possible attribute tree for evaluation of proposals concerning cost Credentiaiing.



Fig. 26.7 Causal loop diagram of belief structure in a simple model of urban dynamics.

Clearly, successful formulation of issues through "asking" requires creativity. Creativity may be much
enhanced through use of a structured systems engineering framework. For example, group meetings
for issue formulation involve idea formulation, idea analysis, and idea interpretation. The structure
of a group meeting may be conceptualized within a systems engineering framework. This framework
is especially useful for visualizing the tradeoffs that must be made among allocation of resources for
formulation, analysis, and interpretation of ideas in the issue-formulation step itself. If there is an
emphasis on idea formulation, we shall likely generate too many ideas to cope with easily. This will
lead to a lack of attention to detail. On the other hand, if idea formulation is de-emphasized, we
shall typically encourage defensive avoidance through undue efforts to support the present situation,
or a rapid unconflicted change to a new situation. An overemphasis on analysis of ideas is usually
time-consuming and results in a meeting that seems to drown in details. There is inherent merit in
encouraging a group to reach consensus, but the effort may also be inappropriate, since it may
encourage arguments over concerns that are ineffective in influencing judgments.

De-emphasizing the analysis of identified ideas will usually result in disorganized meetings in
which hasty, poorly thought-out ideas are accepted. Postmeeting disagreements concerning the results
of the meeting are another common disadvantage. An emphasis on interpretation of ideas will produce
a meeting that is emotional and people-centered. Misunderstandings will be frequent as issues become
entrenched in an adversarial, personality-centered process. On the other hand, de-emphasizing the
interpretation of ideas results in meetings in which important information is not elicited. Conse-
quently, the meeting is awkward and empty, and routine acceptance of ideas is a likely outcome.

26.4.2 Issue Analysis
In systems engineering, issue analysis involves forecasting and assessing of the impacts of proposed
alternative courses of action. In turn, this suggests construction, testing, and validation of models.
Impact assessment in systems engineering includes system analysis and modeling, and optimization
and ranking or refinement of alternatives. First, the options or alternatives defined in issue formulation
are structured, often as part of the issue formulation effort, and then analyzed in order to assess the
anticipated impacts that may result from their implementation. Second, a refinement or optimization
effort is often desirable. This is directed toward refinement or fine-tuning a viable alternative, and
parameters within an alternative, so as to obtain maximum needs satisfaction, within given constraints,
from a proposed policy.

To determine the structure of systems in the most effective manner requires the use of quantitative
analysis to direct the structuring effort along the most important and productive paths. This is es-
pecially needed when time available to construct structural models is limited. Formally, there are at
least four types of self-interaction matrices: nondirected graphs, directed graphs (or digraphs), signed
digraphs, and weighted digraphs. The theory of digraphs and structural modeling is authoritatively
presented in Ref. 12 and a number of applications to what is called interpretative structural modeling



are described in Refs. 3, 13, 14, and 15. Cognitive map structural models are considered in Ref. 16.
A development of structural modeling concepts based on signed digraphs is discussed in Ref. 17.
Geoffrion has been especially concerned with the development of a structured modeling method-
ology18-19 and environment. He has noted20 that a modeling environment needs five quality- and
productivity-related properties. A modeling environment should

1. Nurture the entire modeling life cycle, not just a part of it
2. Be hospitable to decision- and policy-makers, as well as to modeling professionals
3. Facilitate the maintenance and ongoing evolution of those models and systems that are con-

tained therein
4. Encourage and support those who use it to speak the same paradigm-neutral language, in

order to best support the development of modeling applications
5. Facilitate management of all the resources contained therein

Structured modeling is a general conceptual framework for modeling. Cognitive maps, interaction
matrices, intent structures, Delta charts, objective and attribute trees, causal loop diagrams, decision-
outcome trees, signal flow graphs, and so on are all structural models that are very useful graphic
aids to communications. The following are requirements for the processes of structural modeling:

1. An object system, which is typically a poorly defined, initially unstructured set of elements
to be described by a model

2. A representation system, which is a presumably well-defined set of relations
3. An embedding of perceptions of some relevant features of the object system into the repre-

sentation system

Structural modeling, which has been of fundamental concern for some time, refers to the systemic
iterative application of typically graph-theoretic notions such that an easily communicable directed
graph representation of complex patterns of a particular contextual relationship among a set of ele-
ments results. There are a number of computer software realizations of various structural modeling
constructs, such as cognitive policy evaluation (COPE), interpretive structural modeling (ISM), and
various multi-attribute utility theory-based representations, as typically found in most decision-aiding
software.

Transformation of a number of identified issue-formulation elements, which typically represent
unclear, poorly articulated mental models of a system, into visible, well-defined models useful for
many purposes is the object of systems analysis and modeling. The principal objective of systems
analysis and modeling is to create a process with which to produce information concerning conse-
quences of proposed actions or policies. From the issue-formulation steps of problem definition, value
system design, and system synthesis, we have various descriptive and normative scenarios available
for use. Ultimately, as a part of the issue interpretation step, we wish to evaluate and compare
alternative courses of action with respect to the value system through use of a systems model. A
model is always a substitute for reality, but is, one hopes, descriptive enough of the system elements
under consideration to be useful. By posing a variety of questions using the model, we can, from
the results obtained, learn how to cope with that subset of the real world being modeled.

A model must depend on much more than the particular problem-definition elements being mod-
eled; it must also depend strongly on the value system and the purpose behind construction and
utilization of the model. These influence, generally strongly, the structure of the situation and the
elements that comprise this structure. Which elements a client believes important enough to include
in a model depend on the client's value system.

We wish to be able to determine correctness of predictions and forecasts that are based on model
usage. Given the definition of a problem, a value system, and a set of proposed policies, we wish to
be able to design a simulation model consisting of relevant elements of these three steps and to
determine the results or impacts of implementing proposed policies. Following this, we wish to be
able to validate a simulation model to determine the extent to which it represents reality sufficiently
to be useful. Validation must, if we are to have confidence in what we are doing with a model,
precede actual use of model-based results.

There are three essential steps in constructing a simulation model:

1. Determination of those problem definitions, value systems, and system-synthesis elements
that are most relevant to a particular problem

2. Determination of the structural relationships among these elements
3. Determination of parametric coefficients within the structure



There are three uses to which models may normally be put. Model categories corresponding to
these three uses are descriptive models, predictive or forecasting models, and policy or planning
models. Representation and replication of important features of a given problem are the objects of a
descriptive model. Good descriptive models are of considerable value in that they reveal much about
the substance of complex issues and how, typically in a retrospective sense, change over time has
occurred. One of the primary purposes behind constructing a descriptive model is to learn about the
past. Often the past will be a good guide to the future.

In building a predictive or forecasting model, we must be especially concerned with determination
of proper cause-and-effect relationships. If the future is to be predicted with integrity, we must have
a method with which to determine exogenous variables, or input variables that result from external
causes, accurately. Also, the model structure and parameters within the structure must be valid for
the model to be valid. Often, it will not be possible to predict accurately all exogenous variables; in
that case, conditional predictions can be made from particular assumed values of unknown exogenous
variables.

The future is inherently uncertain. Consequently, predictive or forecasting models are often used
to generate a variety of future scenarios, each a conditional prediction of the future based on some
conditioning assumptions. In other words, we develop an "if-then" model.

Policy or planning models are much more than predictive or forecasting models, although any
policy or planning model is also a predictive or forecasting model. The outcome from a policy or
planning model must be evaluated in terms of a value system. Policy or planning efforts must not
only predict outcomes from implementing alternative policies, but also present these outcomes in
terms of the value system that is in a form useful and suitable for alternative ranking, evaluation,
and decision making. Thus, a policy model must contain some provision for impact interpretation.

Model usefulness cannot be determined by objective truth criteria alone. Well-defined and well-
stated functions and purposes for the simulation model are needed to determine simulation-model
usefulness. Fully objective criteria for model validity do not typically exist. Development of a general-
purpose, context-free simulation model appears unlikely; the task is simply far too complicated. We
must build models for specific purposes, and thus the question of model validity is context-dependent.

Model credibility depends on the interaction between the model and model user. One of the major
potential difficulties is that of building a model that reflects the outlook of the modeler. This activity
is proscribed in effective systems engineering practice, since the purpose of a model is to describe
systematically the "view" of a situation held by the client, not that held by the analyst.

A great variety of approaches have been designed and used for the forecasting and assessment
that are the primary goals of systems analysis. There are basically two classes of methods that we
describe here: expert-opinion methods and modeling and/or simulation methods.

Expert-opinion methods are based on the assumption that knowledgeable people will be capable
of saying sensible things about the impacts of alternative policies on the system, as a result of their
experience with, or insight into, the issue or problem area. These methods are generally useful,
particularly when there are no established theories or data concerning system operation, precluding
the use of more precise analytical tools. Among the most prominent expert-opinion-based forecasting
methods are surveys and Delphi. There are, of course, many other methods of asking experts for
their opinion—for example, hearings, meetings, and conferences. A particular problem with such
methods is that cognitive bias and value incoherence are widespread, often resulting in inconsistent
and self-contradictory results. There exists a strong need in the forecasting and assessment community
to recognize and ameliorate, by appropriate procedures, the effects of cognitive bias and value in-
coherence in expert-opinion-modeling efforts. Expert-opinion methods are often appropriate for the
"asking" approach to issue formulation. They may be of considerably less value, especially when
used as stand-alone approaches, for impact assessment and forecasting.

Simulation and modeling methods are based on the conceptualization and use of an abstraction
or model of the real world intended to behave in a similar way to the real system. Impacts of policy
alternatives are studied in the model, which will, it is hoped, lead to increased insight with respect
to the actual situation.

Most simulation and modeling methods use the power of mathematical formulations and com-
puters to keep track of many pieces of information at the same time. Two methods in which the
power of the computer is combined with subjective expert judgments are cross-impact analysis and
workshop dynamic models. Typically, experts provide subjective estimates of event probabilities and
event interactions. These are processed by a computer to explore their consequences and fed back to
the analysts and thereafter to the experts for further study. The computer derives the resulting behavior
of various model elements over time, giving rise to renewed discussion and revision of assumptions.

Expert judgment is virtually always included in all modeling methods. Scenario writing can be
an expert-opinion-modeling method, but typically this is done in a less direct and explicit way than
in Delphi, survey, ISM, cross-impact, or workshop dynamic models. As a result, internal inconsistency
problems are reduced with those methods based on mathematical modeling. The following are ad-
ditional forecasting methods based on mathematical modeling and simulation. In these methods, a
structural model is generally formed on the basis of expert opinion and physical or social laws.



Available data are then processed to determine parameters within the structure. Unfortunately, these
methods are sometimes very data-intensive and, therefore, expensive and time-consuming to imple-
ment.

Trend-extrapolation/time-series forecasting is particularly useful when sufficient data about past
and present developments are available, but there is little theory about underlying mechanisms causing
change. The method is based on the identification of a mathematical description or structure that will
be capable of reproducing the data into the future, typically over the short to medium term.

Continuous-time dynamic simulation is based on postulation and qualification of a causal structure
underlying change over time. A computer is used to explore long-range behavior as it follows from
the postulated causal structure. The method can be very useful as a learning and qualitative forecasting
device, but its application may be rather costly and time-consuming.

Discrete-event digital-simulation models are based on applications of queuing theory to determine
the conditions under which system outputs or states will switch from one condition to another.

Input-output analysis has been specially designed for study of equilibrium situations and require-
ments in economic systems in which many industries are interdependent. Many economic data fit in
directly to the method, which mathematically is relatively simple, and can handle many details.

Econometrics is another method mainly applied to economic description and forecasting problems.
It is based on both theory and data, with, usually, the main emphasis on specification of structural
relations based on macro-economic theory and the derivation of unknown parameters in behavioral
equations from available economic data.

Micro-economic models represent an application of economic theories of firms and consumers
who desire to maximize the profit and utility of their production and consumption alternatives.

Parameter estimation is a very important subject with respect to model construction and validation.
Observation of basic data and estimation or identification of parameters within an assumed structure,
often denoted as system identification, are essential steps in the construction and validation of system
models. The simplest estimation procedure, in both concept and implementation, appears to be the
least squares error estimator. Many estimation algorithms to accomplish this are available and are in
actual use. The subjects of parameter estimation and system identification are being actively explored
in both economics and systems engineering. There are numerous contemporary results, including
algorithms for system identification and parameter estimation in very-large-scale systems represen-
tative of actual physical processes and organizations.

Verification of a model is necessary to ensure that the model behaves in a fashion intended by
the model builder. If we can determine that the structure of the model corresponds to the structure
of the elements obtained in the problem definition, value system design, and system synthesis steps,
then the model is verified with respect to behaving in a gross, or structural, fashion, as the model
builder intends.

Even if a model is verified in a structural as well as parametric sense, there is still no assurance
that the model is valid in the sense that predictions made from the model will occur. We can determine
validity only with respect to the past. That is all that we can possibly have available at the present.
Forecasts and predictions inherently involve the future. Since there may be structural and parametric
changes as the future evolves, and since knowledge concerning results of policies not implemented
may never be available, there is usually no way to validate a model completely. Nevertheless, there
are several steps that can be used to validate a model. These include a reasonableness test in which
we determine that the overall model, as well as model subsystems, respond to inputs in a reasonable
way, as determined by "knowledgeable" people. The model should also be valid according to sta-
tistical time series used to determine parameters within the model. Finally, the model should be
epistemologically valid, in that the policy interpretations of the various model parameters, structure,
and recommendations are consistent with ethical, professional, and moral standards of the group
affected by the model.

Once a model has been constructed, it is often desirable to determine, in some best fashion,
various policy parameters or controls that are subject to negotiation. The optimization or refinement-
of-alternatives step is concerned with choosing parameters or controls to maximize or minimize a
given performance index or criterion. Invariably, there are constraints that must be respected in
seeking this extremum. As previously noted, the analysis step of systems engineering consists of
systems analysis and modeling, and optimization or refinement of alternatives and related methods
that are appropriate in aiding effective judgment and choice.

There exist a number of methods for fine-tuning, refinement, or optimization of individual specific
alternative policies or systems. These are useful in determining the best (in terms of needs satisfaction)
control settings or rules of operation in a well-defined, quantitatively describable system. A single
scalar indicator of performance or desirability is typically needed. There are, however, approaches to
multiple objective optimization that are based on welfare-type optimization concepts. It is these
individually optimized policies or systems that are an input to the evaluation and decision-making
effort in the interpretation step of systems engineering.

Among the many methods for optimization and refinement of alternatives are



• Mathematical programming, which is used extensively in operations research and analysis
practice, for resource allocation under constraints, resolution of planning or scheduling prob-
lems, and similar applications. It is particularly useful when the best equilibrium or one-time
setting has to be determined for a given policy or system.

• Optimum systems control, which addresses the problem of determining the best controls or
actions when the system, the controls or actions, the constraints, and the performance index
may change over time. A mathematical description of system change is necessary to use this
approach. Optimum systems control is particularly suitable for refining controls or parameters
in systems in which changes over time play an important part.

Application of the various refinement or optimization methods, like those described here, typically
requires significant training and experience on the part of the systems analyst. Some of the many
characteristics of analysis that are of importance for systemic efforts include the following:

1. Analysis methods are invaluable for understanding the impacts of proposed policy.
2. Analysis methods lead to consistent results if cognitive bias issues associated with expert

forecasting and assessment methods are resolved.
3. Analysis methods may not necessarily lead to correct results since "formulation" may be

flawed, perhaps by cognitive bias and value incoherence.

Unfortunately, however, large models and large optimization efforts are often expensive and dif-
ficult to understand and interpret. There are a number of possibilities for "paralysis through analysis"
in the unwise use of systems analysis. On the other hand, models and associated analysis can help
provide a framework for debate. It is important to note that small "back-of-the-envelope" models
can be very useful. They have advantages that large models often lack, such as cost, simplicity, and
ease of understanding and, therefore, explicability.

It is important to distinguish between analysis and interpretation in systems engineering efforts.
Analysis cannot substitute, or will generally be a foolish substitute for, judgment, evaluation, and
interpretation as exercised by a well-informed decision-maker. In some cases, refinement of individual
alternative policies is not needed in the analysis step. But evaluation of alternatives is always needed,
since, if there is but a single policy alternative, there really is no alternative at all. The option to do
nothing at all must always be considered as a policy alternative. It is especially important to avoid
a large number of cognitive biases, poor judgment heuristics, and value incoherence in the activities
of evaluation and decision-making. The efforts involved in evaluation and choice-making interact
strongly with the efforts in the other steps of the systems process, and these are also influenced by
cognitive bias, judgment heuristics, and value incoherence. One of the fundamental tenets of the
systems process is that making the complete issue-resolution process as explicit as possible makes
it easier to detect and connect these deficiencies than it is in holistic intuitive processes.

26.4.3 Information Processing by Humans and Organizations
After completion of the analysis step, we begin the evaluation and decision-making effort of inter-
pretation. Decisions must typically be made and policies formulated, evaluated, and applied in an
atmosphere of uncertainty. The outcome of any proposed policy is seldom known with certainty. One
of the purposes of analysis is to reduce, to the extent possible, uncertainties associated with the
outcomes of proposed policies. Most planning, design, and resource-allocation issues will involve a
large number of decision-makers who act according to their varied preferences. Often, these decision-
makers will have diverse and conflicting data available to them and the decision situation will be
quite fragmented. Furthermore, outcomes resulting from actions can often only be adequately char-
acterized by a large number of incommensurable attributes. Explicit informed comparison of alter-
natives across these attributes by many stakeholders in an evaluation and choice-making process is
typically most difficult.

As a consequence of this, people will often search for and use some form of a dominance structure
to enable rejection of alternatives that are perceived to be dominated by one or more other alternatives.
An alternative is said to be "dominated" by another alternative when the other alternative has attribute
scores at least as large as those associated with the dominated alternative, and at least one attribute
score that is larger. However, biases have been shown to be systematic and prevalent in most unaided
cognitive activities. Decisions and judgments are influenced by differential weights of information
and by a variety of human information-processing deficiencies, such as base rates, representativeness,
availability, adjustment, and anchoring. Often it is very difficult to disaggregate values of policy
outcomes from causal relations determining these outcomes. Often correlation is used to infer cau-
sality. Wishful thinking and other forms of selective perception encourage us not to obtain potentially
disconfirming information. The resulting confounding of values with facts can lead to great difficulties
in discourse and related decision-making.



It is especially important to avoid the large number of potential cognitive biases and flaws in the
process of formulation, analysis, and interpretation for judgment and choice. These may well occur
due to flaws in human information processing associated with the identification of problem elements,
structuring of decision situations, and the probabilistic and utility assessment portions of the judg-
mental tasks of evaluation and decision-making.

Among the cognitive biases and information-processing flaws that have been identified are several
that affect information formulation or acquisition, information analysis, and interpretation. These and
related material are described in Ref. 21 and the references contained therein. Among these biases,
which are not independent, are the following.

1. Adjustment and anchoring. Often a person finds that difficulty in problem-solving is due
not to the lack of data and information, but rather to an excess of data and information. In
such situations, the person often resorts to heuristics, which may reduce the mental efforts
required to arrive at a solution. In using the anchoring and adjustment heuristic when con-
fronted with a large number of data, the person selects a particular datum, such as the mean,
as an initial or starting point or anchor, and then adjusts that value improperly in order to
incorporate the rest of these data, resulting in flawed information analysis.

2. Availability. The decision-maker uses only easily available information and ignores sources
of significant but not easily available information. An event is believed to occur frequently,
that is, with high probability, if it is easy to recall similar events.

3. Base rate. The likelihood of occurrence of two events is often compared by contrasting the
number of times the two events occur and ignoring the rate of occurrence of each event.
This bias often arises when the decision-maker has concrete experience with one event but
only statistical or abstract information on the other. Generally, abstract information will be
ignored at the expense of concrete information. A base rate determined primarily from
concrete information may be called a causal base rate, whereas that determined from ab-
stract information is an incidental base rate. When information updates occur, this individ-
uating information is often given much more weight than it deserves. It is much easier for
the impact of individuating information to override incidental base rates than causal base
rates.

4. Conservatism. The failure to revise estimates as much as they should be revised, based on
receipt of new significant information, is known as conservatism. This is related to data-
saturation and regression-effects biases.

5. Data presentation context. The impact of summarized data, for example, may be much
greater than that of the same data presented in detailed, nonsummarized form. Also, different
scales may be used to change the impact of the same data considerably.

6. Data saturation. People often reach premature conclusions on the basis of too small a sample
of information while ignoring the rest of the data, which is received later, or stopping
acquisition of data prematurely.

7. Desire for self-fulfilling prophecies. The decision-maker values a certain outcome, interpre-
tation, or conclusion and acquires and analyzes only information that supports this conclu-
sion. This is another form of selective perception.

8. Ease of recall. Data that can easily be recalled or assessed will affect perception of the
likelihood of similar events reoccurring. People typically weigh easily recalled data more in
decision-making than those data that cannot easily be recalled.

9. Expectations. People often remember and attach higher validity to information that confirms
their previously held beliefs and expectations than they do to disconfirming information.
Thus, the presence of large amounts of information makes it easier for one to selectively
ignore disconfirming information such as to reach any conclusion and thereby prove anything
that one desires to prove.

10. Fact-value confusion. Strongly held values may often be regarded and presented as facts.
That type of information is sought that confirms or lends credibility to one's views and
values. Information that contradicts one's views or values is ignored. This is related to
wishful thinking in that both are forms of selective perception.

11. Fundamental attribution error (success/failure error). The decision-maker associates success
with personal inherent ability and associates failure with poor luck in chance events. This
is related to availability and representativeness.

12. Habit. Familiarity with a particular rule for solving a problem may result in reuse of the
same procedure and selection of the same alternative when confronted with a similar type
of problem and similar information. We choose an alternative because it has previously been
acceptable for a perceived similar purpose or because of superstition.

13. Hindsight. People are often unable to think objectively if they receive information that an
outcome has occurred and they are told to ignore this information. With hindsight, outcomes



that have occurred seem to have been inevitable. We see relationships much more easily in
hindsight than in foresight and find it easy to change our predictions after the fact to cor-
respond to what we know has occurred.

14. Illusion of control. A good outcome in a chance situation may well have resulted from a
poor decision. The decision-maker may assume an unreasonable feeling of control over
events.

15. Illusion of correlation. This is a mistaken belief that two events covary when they do not
covary.

16. Law of small numbers. People are insufficiently sensitive to quality of evidence. They often
express greater confidence in predictions based on small samples of data with nondiscon-
firming evidence than in much larger samples with minor disconfirming evidence. Sample
size and reliability often have little influence on confidence.

17. Order effects. The order in which information is presented affects information retention in
memory. Typically, the first piece of information presented (primacy effect) and the last
presented (recency effect) assume undue importance in the mind of the decision-maker.

18. Outcome-irrelevant learning system. Use of an inferior processing or decision rule can lead
to poor results that the decision-maker can believe are good because of inability to evaluate
the impacts of the choices not selected and the hypotheses not tested.

19. Representativeness. When making inference from data, too much weight is given to results
of small samples. As sample size is increased, the results of small samples are taken to be
representative of the larger population. The "laws" of representativeness differ considerably
from the laws of probability and violations of the conjunction rule P(A n B) < P(A) are
often observed.

20. Selective perceptions. People often seek only information that confirms their views and
values and disregard or ignore disconfirming evidence. Issues are structured on the basis of
personal experience and wishful thinking. There are many illustrations of selective percep-
tion. One is "reading between the lines"—for example, to deny antecedent statements and,
as a consequence, accept "if you don't promote me, I won't perform well" as following
inferentially from "I will perform well if you promote me."

Of particular interest are circumstances under which these biases occur and their effects on activities
such as the identification of requirements for a system or for planning and design. Through this, it
may be possible to develop approaches that might result in debiasing or amelioration of the effects
of cognitive bias. A number of studies have compared unaided expert performance with simple
quantitative models for judgment and decision-making. While there is controversy, most studies have
shown that simple quantitative models perform better in human judgment and decision-making tasks,
including information processing, than holistic expert performance in similar tasks. There are a num-
ber of prescriptions that might be given to encourage avoidance of possible cognitive biases and to
debias those that do occur:

1. Sample information from a broad data base and be especially careful to include data bases
that might contain disconfirming information.

2. Include sample size, confidence intervals, and other measures of information validity in ad-
dition to mean values.

3. Encourage use of models and quantitative aids to improve upon information analysis through
proper aggregation of acquired information.

4. Avoid the hindsight bias by providing access to information at critical past times.
5. Encourage people to distinguish good and bad decisions from good and bad outcomes.
6. Encourage effective learning from experience. Encourage understanding of the decision sit-

uation and methods and rules used in practice to process information and make decisions so
as to avoid outcome irrelevant learning systems.

A definitive discussion of debiasing methods for hindsight and overconfidence is presented by Fisch-
hoff.22 He suggests identifying faulty judges, faulty tasks, and mismatches between judges and tasks.
Strategies for each of these situations are given.

Not everyone agrees with the conclusions just reached about cognitive human information proc-
essing and inferential behavior. Several arguments have been advanced for a decidedly less pessimistic
view of human inference and decision. Jonathan Cohen,23-24 for example, argues that all of this
research is based upon a conventional model for probabilistic reasoning, which Cohen calls the
"Pascalian" probability calculus. He expresses the view that human behavior does not appear "bi-
ased" at all when it is viewed in terms of other equally appropriate schemes for probabilistic rea-
soning, such as his own "inductive probability" system. Cohen states that human irrationality can



never be demonstrated in laboratory experiments, especially experiments based upon the use of what
he calls "probabilistic conundrums."

There are a number of other contrasting viewpoints as well. In their definitive study of behavioral
and normative decision analysis, von Winterfelt and Edwards25 refer to these information processing
biases as "cognitive illusions." They indicate that there are four fundamental elements to every
cognitive illusion:

1. A formal operational rule that determines the correct solution to an intellectual question
2. An intellectual question that almost invariably includes all of the information required to

obtain the correct answer through use of the formal rule
3. A human judgment, generally made without the use of these analytical tools, that is intended

to answer the posed question
4. A systematic and generally large and unforgivable discrepancy between the correct answer

and the human judgment

They also, as does Phillips,26 describe some of the ways in which subjects might have been put at a
disadvantage in this research on cognitive heuristics and information-processing biases. Much of this
centers around the fact that the subjects have little experiential familiarity with the tasks that they
are asked to perform. It is suggested that as inference tasks are decomposed and better structured, it
is very likely that a large number of information-processing biases will disappear. Thus, concern
should be expressed about the structuring of inference and decision problems and the learning that
is reflected by revisions of problem structure in the light of new knowledge. In any case, there is
strong evidence that humans are very strongly motivated to understand, to cope with, and to improve
themselves and the environment in which they function. One of the purposes of systems engineering
is to aid in this effort.

26.4.4 Interpretation
While there are a number of fundamental limitations to systems engineering efforts to assist in
bettering the quality of human judgment, choice, decisions, and designs, there are also a number of
desirable activities. These have resulted in several important holistic approaches that provide formal
assistance in the evaluation and interpretation of the impacts of alternatives, including the following.

• Decision analysis, which is a very general approach to option evaluation and selection, in-
volves identification of action alternatives and possible consequence identification of the prob-
abilities of these consequences, identification of the valuation placed by the decision-maker
on these consequences, computation of the expected utilities of the consequences, and aggre-
gating or summarizing these values for all consequences of each action. In doing this, we
obtain an expected utility evaluation of each alternative act. The one with the highest value
is the most preferred action or option. Figure 26.7 presents some of the salient features
involved in the decision analysis of a simplified problem.

• Multi-attribute utility theory (MAUT) has been designed to facilitate comparison and ranking
of alternatives with many attributes or characteristics. The relevant attributes are identified and
structured and a weight or relative utility is assigned by the decision-maker to each basic
attribute. The attribute measurements for each alternative are used to compute an overall worth
or utility for each attribute. Multi-attribute utility theory allows for explicit recognition and
incorporation of the decision-maker's attitude toward risk in the utility computations. There
are a number of variants of MAUT; many of them are simpler, more straightforward processes
in which risk and uncertainty considerations are not taken into account. The method is very
helpful to the decision-maker in making values and preferences explicit and in making deci-
sions consistent with those values. The tree structure of Fig. 26.6 also indicates some salient
features of the MAUT approach for the particular case where there are no risks or uncertainties
involved in the decision situation. We simply need to associate importance weights with the
attributes and then provide scores for each alternative on each of the lowest-level attributes.

• Policy capture (or social judgment theory) has also been designed to assist decision-makers
in making their values explicit and their decisions consistent with their values. In policy
capture, the decision-maker is asked to rank order a set of alternatives in a gestalt or holistic
fashion. Alternative attributes and associated attribute measures are then determined by elic-
itation from the decision-maker. A mathematical procedure involving regression analysis is
used to determine that relative importance weight of each attribute that will lead to a ranking
as specified by the decision-maker. The result is fed back to the decision-maker, who, typically,
will express the view that his or her values are different. In an iterative learning process,
preference weights and/or overall rankings are modified until the decision-maker is satisfied
with both the weights and the overall alternative ranking.



There are many advantages to formal interpretation efforts in systems engineering, including the
following:

1. Developing decision situation models to aid in making the choice-making effort explicit helps
one both to identify and to overcome the inadequacies of implicit mental models.

2. The decision situation model elements, especially the attributes of the outcomes of alternative
actions, remind us of information we need to obtain about alternatives and their outcomes.

3. We avoid such poor information processing heuristics as evaluating one alternative on attribute
A and another on attribute B and then comparing them without any basis for compensatory
tradeoffs across the different attributes.

4. We improve our ability to process information and, consequently, reduce the possibilities for
cognitive bias.

5. We can aggregate facts and values in a prescribed systemic fashion rather than by adopting
an agenda-dependent or intellect-limited approach.

6. We enhance brokerage, facilitation, and communication abilities among stakeholders to com-
plex technological and social issues.

There is a plethora of literature describing the decision-assessment or decision-making part of the
interpretation step of systems engineering. In addition to the discussions in Refs. 1, 2, and 3, excellent
discussions are to be found in Refs. 27, 28, and 29.

26.4.5 The Central Role of Information in Systems Engineering
Information is certainly a key ingredient supporting quality decisions; all of systems engineering
efforts are based on appropriate acquisition and use of information. There are three basic types of
information, which are fundamentally related to the three-step framework of systems engineering:

1. Formulation information
a. Information concerning the problem and associated needs, constraints, and alterables
b. Information concerning the value system
c. Information concerning possible option alternatives
d. Information concerning possible future alternative outcomes, states and scenarios

2. Analysis information
a. Information concerning probabilities of future scenarios
b. Information concerning impacts of alternative options
c. Information concerning the importance of various criteria or attributes

3. Interpretation information
a. Information concerning evaluation and aggregation of facts and values
b. Information concerning implementation

We see that useful and appropriate formulation, analysis, and interpretation of information is one of
the most important and vital tasks in systems engineering efforts, since it is the efficient processing
of information by the decision-maker that produces effective decisions. A useful definition of infor-
mation for our purposes is that it is data of value for decision-making. The decision-making process
is influenced by many contingency and environmental influences. A purpose of the management
technology that is systems engineering is to provide systemic support processes to further enhance
efficient decision-making activities.

After completion of evaluation and decision-making efforts, it is generally necessary to become
involved in planning for action to implement the chosen alternative option or the next phase of a
systems engineering effort. More often than not, it will be necessary to iterate the steps of systems
engineering several times to obtain satisfactory closure upon one or more appropriate action alter-
natives. Planning for action also leads to questions concerning resource allocation, schedules, and
management plans. There are, of course, a number of methods from systems science and operations
research that support determination of schedules and implementation plans. Each of the steps is
needed, with different focus and emphasis, at each phase of a systems effort. These phases depend
on the particular effort under consideration, but will typically include such phases as policy and
program planning, project planning, and system development.

There are a number of complexities affecting "rational" planning, design, and decision-making.
We must cope with these in the design of effective systemic processes. The majority of these com-
plexities involve systems management considerations. Many have indicated that the capacity of the
human mind for formulating, analysis, and interpretation of complex large-scale issues is very small
compared with the size and scope of the issues whose resolution is required for objective, substantive,



and procedurally rational behavior. Among the limits to rationality are the fact that we can formulate,
analyze, and interpret only a restricted amount of information; can devote only a limited amount of
time to decision-making; and can become involved in many more activities than we can effectively
consider and cope with simultaneously. We must therefore necessarily focus attention only on a
portion of the major competing concerns. The direct effect of these is the presence of cognitive bias
in information acquisition and processing and the use of cognitive heuristics for evaluation of
alternatives.

Although in many cases these cognitive heuristics will be flawed, this is not necessarily so. One
of the hoped-for results of the use of systems engineering approaches is the development of effective
and efficient heuristics for enhanced judgment and choice through effective decision support
systems.30

There are many cognitive biases prevalent in most information-acquisition activities. The use of
cognitive heuristics and decision rules is also prevalent and necessary to enable us to cope with the
many demands on our time. One such heuristic is satisfying or searching for a solution that is "good
enough." This may be quite appropriate if the stakes are small. In general, the quality of cognitive
heuristics will be task-dependent, and often the use of heuristics for evaluation will be both reasonable
and appropriate. Rational decision-making requires time, skill, wisdom, and other resources. It must,
therefore, be reserved for the more important decisions. A goal of systems engineering is to enhance
information acquisition, processing, and evaluation so that efficient and effective use of information
is made in a process that is appropriate to the cognitive styles and time constraints of management.

26.5 SYSTEMDESIGN
This section discusses several topics relevant to the design and evaluation of systems. In order to
develop our design methodology, we first discuss the purpose and objectives of systems engineering
and systems design. Development of performance objectives for quality systems is important, since
evaluation of the logical soundness and performance of a system can be determined by measuring
achievement of these objectives with and without the system. A discussion of general objectives for
quality system design is followed by a presentation of a five-phase design methodology for system
design. The section continues with leadership and training requirements for use of the resulting system
and the impact of these requirements upon design considerations. While it is doubtless true that not
every design process should, could, or would precisely follow each component in the detailed phases
outlined here, we feel that this approach to systems design is sufficiently robust and generic that it
can be used as a normative model of the design process and as a guide to the structuring and
implementation of appropriate systems evaluation practices.

26.5.1 The Purposes of Systems Design
Contemporary issues that may result in the need for systems design are invariably complex. They
typically involve a number of competing concerns, contain much uncertainty, and require expertise
from a number of disparate disciplines for resolution. Thus, it is not surprising that intuitive and
affective judgments, often based on incomplete data, form the usual basis used for contemporary
design and associated choice-making. At the other extreme of the cognitive inquiry scale are the
highly analytical, theoretical, and experimental approaches of the mathematical, physical, and engi-
neering sciences. When intuitive judgment is skill-based, it is generally effective and appropriate.
One of the major challenges in system design engineering is to develop processes that are appropriate
for a variety of process users, some of whom may approach the design issue from a skill-based
perspective, some from a rule-based perspective, and some from a knowledge-based perspective.

A central purpose of systems engineering and management is to incorporate appropriate methods
and metrics into a methodology for problem solving, or a systems engineering process or life cycle,
such that, when it is associated with human judgment through systems management, it results in a
high-quality systems design procedure. By high-quality design, we mean one that will, with high
probability, produce a system that is effective and efficient.

A systems design procedure must be specifically related to the operational environment for which
the final system is intended. Control group testing and evaluation may serve many useful purposes
with respect to determination of many aspects of algorithmic and behavioral efficacy of a system.
Ultimate effectiveness involves user acceptability of the resulting system, and evaluation of this
process effectiveness will often involve testing and evaluation in the environment, or at least a closely
simulated model of the environment, in which the system would be potentially deployed.

The potential benefits of systems engineering approaches to design can be interpreted as attributes
or criteria for evaluation of the design approach itself. Achievement of many of these attributes may
often not be experimentally measured except by inference, anecdotal, or testimonial and case study
evidence taken in the operational environment for which the system is designed. Explicit evaluation
of attribute achievement is a very important part of the overall systemic design process. This section
describes the following:

1. A methodological framework for the design of systems, such as planning and decision support
systems
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